Abstract
In domain-independent planning, we must supply an action model that describes how the acting agent interacts with its environment. Specifying these action models can be a difficult knowledge engineering task. A natural alternative to knowledge engineering by hand is to use examples of how to solve problems in the domain to learn an action model. For example, such examples may be provided by a human operator. However, popular model learning approaches do not guarantee that the effects of an action in the model will match those in the actual environment; indeed, in some cases, the model may indicate that an action can be performed when in actuality, it will fail. In this sense, the learned action model is not safe to use. In some settings, such failures are not acceptable. In this talk, we will propose algorithms for learning action models that do guarantee safety. Although the price of safety is that sometimes for a solvable problem, the model may be inadequate to express any successful plan, we show that when given a number of demonstrations that scales linearly with the possible size of the action model, with high probability, new problems will be solvable in the learned model. Moreover, the algorithms are also guaranteed to run in polynomial time as well.
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